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Abstract. Kinetic data structures provide a framework for computing
combinatorial properties of continuously moving objects. Although ki-
netic data structures for many problems have been proposed, some dif-
ficulties remain in devising and implementing them, especially robustly.
One set of difficulties stems from the required update mechanisms used
for processing certificate failures—devising efficient update mechanisms
can be difficult, especially for sophisticated problems such as those in
3D. Another set of difficulties arises due to the strong assumption in the
framework that the update mechanism is invoked with a single event.
This assumption requires ordering the events precisely, which is gener-
ally expensive. This assumption also makes it difficult to deal with simul-
taneous events that arise due to degeneracies or due to intrinsic prop-
erties of the kinetized algorithms. In this paper, we apply advances on
self-adjusting computation to provide a robust motion simulation tech-
nique that combines kinetic event-based scheduling and the classic idea of
fixed-time sampling. The idea is to divide time into a lattice of fixed-size
intervals, and process events at the resolution of an interval. We apply
the approach to the problem of kinetic maintenance of convex hulls in
3D, a problem that has been open since 90s. We evaluate the effective-
ness of the proposal experimentally. Using the approach, we are able to
run simulations consisting of tens of thousands of points robustly and
efficiently.

1 Introduction

In many areas of computer science (e.g., graphics, scientific computing), we must
compute with continuously moving objects. For these objects, kinetic data struc-
tures [BGH99] is a framework for computing their properties as they move. A
Kinetic Data Structure (KDS) consists of a data structure that represents the
property of interest being computed, and a proof of that property. The proof is
a set of certificates or comparisons that validate the property in such a way that
as long as the outcomes of the certificates remain the same, the combinatorial
property being computed does not change. To simulate motion, a kinetic data
structure is combined with a motion simulator that monitors the times at which
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certificates fail, i.e., change value. When a certificate fails, the motion simulator
notifies the data structure representing the property. The data structure then
updates the computed property and the proof, by deleting the certificates that
are no longer valid and by inserting new certificates. To determine the time at
which the certificates fail, it is typically assumed that the points move along
polynomial trajectories of time. When a comparison is performed, the polyno-
mial that represents the comparison is calculated; the roots of this polynomial
at which the sign of the polynomial changes becomes the failure times of the
computed certificate.

Since their introduction [BGH99], many kinetic data structures have been
designed and analyzed. We refer the reader to survey articles [AGE+02,Gui04]
for references to various kinetic data structures, but many problems, especially in
three-dimensions, remain essentially open [Gui04]. Furthermore, several difficul-
ties remain in making them effective in practice [AGE+02,GR04,RKG07,Rus07].
One set of difficulties stems from the fact that current KDS update mechanisms
strongly depend on the assumption that the update is invoked to repair a single
certificate failure [AGE+02]. This assumption requires a precise ordering of the
roots of the polynomials so that the earliest can always be selected, possibly
requiring exact arithmetic. The assumption also makes it particularly difficult
to deal with simultaneous events. Such events can arise naturally due to degen-
eracies in the data, or due to the intrinsic properties of the kinetized algorithm4.

Another set of difficulties concerns the implementation of the algorithms. In
the standard scheme, the data structures need to keep track of what needs to
be updated on a certificate failure, and properly propagate those changes. This
can lead to quite complicated and error-prone code. Furthermore, the scheme
makes no provision for composing code—there is no simple way, for example, to
use one kinetic algorithm as a subroutine for another. Together, this makes it
difficult to implement sophisticated algorithms.

Recent work [ABTV06] proposed an alternative approach for kinetizing al-
gorithms using self-adjusting computation [ABH+04,Aca05,ABBT06,AH06]. The
idea is that one implements a static algorithm for the problem, and then runs
it under a general-purpose interpreter that keeps track of dependences in the
code (e.g., some piece of code depends on the value of a certain variable or on
the outcome of a certain test). Now when the variable or test outcome changes,
the code that depends on it is re-run, in turn possibly invalidating old code
and updates, and making new updates. The algorithm that propagates these
changes is called a change propagation algorithm and it is guaranteed to return
the output to the same state as if the static algorithm was run directly on the
modified input. The efficiency of the approach for a particular static algorithm
and class of input/test changes can be analyzed using trace stability, which can
be thought as an edit distance between computations represented as sequences
of operations [ABH+04].

4 For example, the standard incremental 3D convex hull algorithm can perform a
plane-side-test between a face and a point twice, once when deleting a face and once
when identifying the conflict between a point and the face.



The approach can make it significantly simpler to implement kinetic algo-
rithms for a number of reasons: only the static algorithms need to be imple-
mented5; algorithms are trivial to compose as static algorithms compose in the
normal way; and simultaneous update of multiple certificates are possible be-
cause the change propagation algorithm can handle any number of changes.
Acar et al. [ABTV06] used the ability to process multiple updates to help deal
with numerical inaccuracy. The observation was that if the roots can be limited
to an interval in time (e.g. using interval arithmetic), then one need only identify
a position in time not covered by any root. It is then safe to move the simula-
tion forward to that position and simultaneously process all certificates before
it. Although the approach using floating-point number arithmetic worked for 2D
examples in that paper, it has proved to be more difficult to find such positions
in time for problems in three dimensions.

In this paper, we propose another approach to advancing time for robust
motion simulation and apply it to a 3D convex hull algorithm. We then evaluate
the approach experimentally. The approach is a hybrid between kinetic event-
based scheduling and classic fixed-time sampling. The idea is to partition time
into a lattice of intervals of fixed size δ, and only identify events to the resolution
of an interval. If many roots fall within an interval, they are processed as a batch
without regard to their ordering. As with kinetic event-based scheduling, we
maintain a priority queue, but in our approach, the queue maintains non-empty
intervals each possibly with multiple events. To separate roots to the resolution
of intervals, we use Sturm sequences in a similar way as used for exact separation
of roots [GK99], but the fixed resolution allows us to stop the process early. More
specifically, in exact separation, one finds smaller and smaller intervals (e.g. using
binary search) until all roots fall into separate intervals. In our case, once we
reach the lattice interval, we can stop without further separation. This means
that if events are degenerate and happen at the same time, for example, we need
not determine this potentially expensive fact.

For kinetic 3D convex hulls, we use a static randomized incremental convex
hull algorithm [CS89,BDH96,MR95] and kinetize it using self-adjusting com-
putation. To ensure that the algorithm responds to kinetic events efficiently, we
make some small changes to the standard incremental 3D convex-hull algorithm.
This makes progress on the problem of kinetic 3D convex hulls, which was iden-
tified in late 1990s [Gui98]. To the best of our knowledge, currently the best way
to compute the 3D kinetic convex hulls is to use the kinetic Delaunay algorithm
of the CGAL package [Boa07], which computes the convex hull as a byproduct
of the 3D Delaunay triangulation (of which the convex hull would be a subset).
As shown in our experiment, this existing solution generally requires processing
many more events than necessary for computing convex hulls.

We present experimental results for the the proposed kinetic 3D convex hull
algorithm with the robust motion simulator. Using our implementation, we can
run simulations with tens of thousands of moving points in 3D and test their
accuracy. We can perform robust motion simulation by processing an average

5 In the current system, some annotations are needed to mark changeable values.



of about two certificate failures per step. The 3D hull algorithm seems to take
(poly) logarithmic time on average to respond to a certificate failure as well
as an integrated event—an insertion or deletion that occurs during a motion
simulation.

2 Robust Motion Simulation on a Lattice

We propose an approach to robust motion simulation that combines event-based
kinetic simulation and the classic idea of fixed-time sampling. The motivation
behind the approach is to avoid ordering the roots of polynomials, because it
requires high-precision exact arithmetic when the roots are close. To achieve
this, we discretize the time axis to form a lattice {k · δ | k ∈ Z+} defined by the
precision parameter δ. We then perform motion simulations at the resolution
of the lattice by processing the certificates that fail within an interval of the
lattice simultaneously. This approach requires that the update mechanism used
for revising the computed property be able to handle multiple certificate failures
at once. In this paper, we use self-adjusting computation, where computations
can respond to any change in their data correctly by means of a generic change
propagation algorithm. The correctness of change propagation has been proven
elsewhere, sometimes by providing machine-checked proofs [ABD07,AAB08].

For robust motion simulations, we will need to perform the following opera-
tions:

– Compute the signs of a polynomial and its derivatives at a given lattice
point.

– Compute the intervals of the lattice that contain the roots of a polynomial.

In our approach, we assume that the coefficients of the polynomials are integers
(up to a scaling factor) and use exact integer arithmetic to compute the signs
of the polynomial and its derivatives. For finding the roots, we use a root solver
described below.

The Root Solver. Our root solver relies on a procedure, which we call a
Sturm query, that returns the number of roots of a square-free polynomial that
are smaller than a given lattice point. To answer such a query, we compute the
Sturm sequence (a.k.a. standard sequence) of the polynomial, which consists of
the intermediary polynomials generated by the Euclid’s algorithm for finding
the greatest common divisor (GCD) of the polynomial and its derivative. The
answer to the query is the difference in the number of alternations in the signs
of the sequence at −∞ and at the query point. Using the Sturm query, we can
find the roots of a square-free polynomial by performing a variant of a binary
search.6 We can eliminate the square-free assumption by a known technique that
factors the polynomial into square and square-free polynomials.

Motion Simulation. We maintain a priority queue of events (initially empty),
and a global simulation time (initially 0). We start by running the static algo-
rithm in the self-adjusting framework. This computes a certificate polynomial for
6 In practice, we start with an approximation computed by floating-point arithmetic.



time
0 1 2 3 4 5 6 7* * * *

a cb d e f xi
h

Fig. 1. The lattice (δ = 1) and the events (certificate failures).

each comparison. For each certificate, we find the lattice intervals at which the
sign of the corresponding polynomial changes, and for each such interval, we in-
sert an event into the priority queue. After the initialization, we simulate motion
by advancing the time to the smallest lattice point t such that the lattice interval
[t− δ, t) contains an event. To find the new time t we remove from the priority
queue all the events contained in the earliest nonempty interval. We then change
the outcome of the removed certificates and perform a change-propagation at
time t. Change propagation updates the output and the queue by inserting new
events and removing invalidated ones. We repeat this process until there is no
more certificate failure. Figure 1 shows a hypothetical example with δ = 1. We
perform change propagation at times 1, 2, 3, 5, 7. Note that multiple events are
propagated simultaneously at time 2 (events b and c), time 5 (events e and f),
and time 7 (events h, i and, x).

When performing change propagation at a given time t, we may encounter a
polynomial that is zero at t representing a degeneracy. In this case, we use the
derivatives of the polynomial to determine the sign immediately before t. Using
this approach, we are able to avoid degeneracies throughout the simulation, as
long as the certificate polynomials are not identically zero.

We note that the approach described here is quite different from the approach
suggested by Ali Abam et al. [AAdBY06]. In that approach, root isolation is
avoided by allowing certificate failures to be processed out of order. This can
lead to incorrect transient results and requires care in the design of the kinetic
structures. We do not process certificates out of order but rather as a batch.

3 Algorithm

In the kinetic framework based on self-adjusting computation [ABTV06], we
can use any static algorithm directly. The performance of the approach, how-
ever, depends critically on the cost of the change propagation algorithm when
applied after changes are made to input or predicate values. In particular, when
invoked, the change-propagation algorithm updates the current trace (sequence
of operations together with their data) by removing outdated operations and re-
executing parts of the algorithm that cannot be reused from the current trace.
The performance of change propagation therefore depends on some form of the
edit distance between the execution trace before and after the changes. This
edit distance has been formalized in the definition of trace stability [ABH+04].
In this section, we describe a variant of the randomized incremental convex-hull
algorithm [CS89,BDH96,MR95], and remark on some of its features that are
crucial for stability—i.e., that minimize the number of operations that need to
be updated when a certificate fails.



Given S ⊆ R3, the convex hull of S, denoted by conv(S), is the smallest
convex polyhedron enclosing all points in S. During the execution of the al-
gorithm on input S, each face f of the convex hull will be associated with a
set Σ(f) ⊂ S of points (possibly empty). Each input point p will be given a
real number π(p) ∈ [0, 1], called its priority. Each face f will have the priority
π(f) := min{π(p) : p ∈ Σ(f)}. We say that a face of the hull is visible from a
point if the point is outside the plane defined by the face.

The algorithm takes as input a set of points S = {p1, p2, . . . , pn}, and per-
forms the following steps:

1. Assign to each pi a random priority π(pi) ∈ [0, 1].
2. Initialize H := conv(A4), where A4 is the set of four highest-priority points.
3. Pick a center point c inside the convex body H.
4. For each f ∈ H, set Σ(f) := {p ∈ S \H : the ray −→cp penetrates f}.
5. While ∃f ∈ H such that Σ(f) 6= ∅:

(a) Choose the face f∗ with the highest priority, and let p∗ ∈ Σ(f) be the
point with the highest priority.

(b) Delete all faces on H visible from p∗. This creates a cavity in the convex
hull whose boundary is defined by horizon edges that are incident to
both deleted and live faces.

(c) Update H by creating new faces each of which consists of p∗ and a
horizon edge to fill up the cavity. Set Σ(f) := {p∗ ∈ S \H : the ray

−→
cp∗

penetrates f} for each new faces f .

In our implementation, we maintain a priority queue of faces ordered by
priorities of the faces. We also store at each face the point in Σ(f) with priority
π(f). This allows us to perform step 5(a) efficiently.

Even though the algorithm presented above is fairly standard, certain key
elements of this implementation appear to be crucial for stability—without them,
the algorithm would be unstable. For stability, we want the edit distance between
the traces to be small. Towards this goal, the algorithm should always insert
points in the same order—even when new points are added or old points deleted.
We ensure this by assigning a random priority to every input point. The use of
random priorities makes it easy to handle new points, and obviates the need to
explicitly remember the insertion order.

For better stability, we also want the insertion of a point p to visit faces of the
convex hull in the same order every time. While the presented algorithm cannot
guarantee this, we use the following heuristic to enhance stability. The point-
to-face assignment with respect to a center point c ensures that the insertion
of p∗ always starts excavating at the same face, increasing the likelihood that
the faces are visited in the same order. Note that the choice of the center point
is arbitrary, with the only requirement that the center point has to lie in the
convex hull. Our implementation takes c to be the centroid of the tetrahedron
formed by A4.



4 Implementation

Our implementation consists of three main components: 1) the self-adjusting-
computation library, 2) the incremental 3D convex-hull algorithm, and 3) the
motion simulator. Previous work [ABBT06] provided an implementation of the
self-adjusting computation library. The library requires that the user adds some
notations to their static algorithms to mark what values can change and what
needs to be memoized. These notations are used by the system to track the
dependences and know when to reuse subcomputations.

In our experiments, we use both the original static 3D convex-hull algorithm
and the self-adjusting version with the annotations added. The static version
uses exact arithmetic predicates to determine the outcomes of comparisons pre-
cisely (we use the static version for checking the robustness of the simulation).
The self-adjusting version uses the root solver to find the roots of the polyno-
mial certificates, and inserts them into the event queue of the motion simulator.
We implement a motion simulator as described in Section 2. Given a precision
parameter δ and a bound Mt on the simulation time, the simulator uses an
event scheduler to perform a motion simulation on the lattice with precision δ
until Mt is reached. We model the points with an initial location traveling at
constant speed in a fixed direction. For each coordinate, we use B` and Bv bits
to represent the initial location and the velocity respectively; B` and Bv can be
assigned to arbitrary positive natural numbers.

5 Experiments

We describe an experimental evaluation of our kinetic 3D convex-hull algorithm.
The evaluation investigates the effectiveness of our approach according to a
number of metrics proposed in the previous work [BGH99], i.e., responsiveness,
efficiency, locality, and compactness. Following that, we report timing results for
the integrated dynamic and kinetic experiments.

Experimental Setup. All of the experiments were performed on a 2.66Ghz
dual-core Xeon machine, with 8 GB of memory, running Ubuntu Linux 7.10.
We compiled the applications with the MLton compiler [MLt,Wee06] with the
option “-runtime ram-slop 0.75,” directing the run-time system to allocate
at most 75% of system memory. Our timings measure the wall-clock time (in
seconds).

Input Generation. In our experiments, we pick the initial positions of the
points on each axis to fit into 20 bits, i.e., B` = 20, and the velocity along each
axis to fit into 8 bits, i.e, Bv = 8. We pick both the initial locations and the
velocities uniformly randomly from the cube [−1.0, 1.0]3. We perform motion
simulations on lattice defined by δ = 2−10, with a maximum time of Mt = 227.
With this setting, we process an average of about two certificates simultaneously.

Checking for robustness. We check that our algorithm simulates motion
robustly by comparing it to our exact static algorithm after each event in the
kinetic simulation. When the inputs are large (more than 1000 points), we check
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Fig. 2. Static algorithms compared.

CGAL Our Algorithm
Input # Total # Total
Size Events Time (s) Events Time (s)
22 357 13.42 71 2.66
49 1501 152.41 151 11.80
73 2374 391.31 218 23.42
109 4662 1270.24 316 40.37
163 7842 3552.48 380 70.74
244 15309 12170.08 513 125.16

Fig. 3. Simulations compared.
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Fig. 4. Kinetic and static runs.

the output at randomly selected events (with varying probabilities between 1
and 20%) to save time.

Baseline Comparison. To assess the efficiency of the static version of our
algorithm, we compare it to CGAL 3.3’s implementation of the incremental
convex-hull algorithm. Figure 2 shows the timings for our static algorithm and
for the CGAL implementation with the Homogeneous<double> kernel. Inputs
to the algorithms are generated by sampling from the same distribution; the
reported numbers averaged over three runs. Our implementation is about 30%
slower than CGAL’s. Implementation details or our use of a high-level, garbage-
collected language may be causing this difference.

We also want to compare our kinetic implementation with an existing ki-
netic implementation capable of computing 3D convex hulls. Since there is no
direct implementation for kinetic 3D convex hulls, we compare our implemen-
tation with CGAL’s kinetic 3D Delaunay-triangulation implementation, which
computes the convex hull as part of the triangulation. Figure 3 shows the timings
for our algorithm and for CGAL’s implementation of kinetic 3D Delaunay (us-
ing the Exact_simulation_traits traits).These experiments are run until the
event queue is empty. As expected, the experiments show that kinetic Delaunay
processes many more events than necessary for computing convex hulls.

Kinetic motion simulation. To perform a motion simulation, we first run
our kinetic algorithm on the given input at time t = 0, which we refer to as
the initial run. This computes the certificates and inserts them into the priority
queue of the motion scheduler. Figure 4 illustrates the running time for the initial
run of the kinetic algorithm compared to that of our static algorithm which
does not create certificates. Timings show a factor of about 15 gap between the
kinetic algorithm (using Sturm sequences) and the static algorithm that uses
exact arithmetic. The static algorithm runs by a factor of 6 slower when it uses



exact arithmetic compared to using floating-point arithmetic. These experiments
indicate that the overheads of initializing the kinetic simulations is moderately
high: more than an order of magnitude over the static algorithm with exact
arithmetic and almost two orders of magnitude over the the static algorithm with
floating-point arithmetic. This is due to both the cost of creating certificates and
to the overhead of maintaining the dependence structures used by the change
propagation algorithm.

After completing the initial run, we are ready to perform the motion simu-
lation. One measure of the effectiveness of the motion simulation is the average
time for a kinetic event, calculated as the total time for the simulation divided
by the number of events. Figure 5 shows the average times for a kinetic event
when we use our δ-precision root solver. These averages are for the first 5 · n
events on an input size of n. The average time per kinetic event appears asymp-
totically bounded by the logarithm of the input size. A kinetic structure is said
to be responsive if the cost per kinetic event is small, usually in the worst case.
Although our experiments do not indicate responsiveness in the worst case, they
do indicate responsiveness in the average case.

One concern with motion simulation with kinetic data structures is that the
overhead of computing the roots can exceed the speedup that we may hope to
obtain by performing efficient updates. This does not appear to be the case in
our system. Figure 6 shows the speedup for a kinetic event, computed as the
time for change propagation divided by the time for a from-scratch execution of
the static algorithm using our solver.

In many cases, we also want to be able to insert and remove points or change
the motion parameters during the motion simulation. This is naturally supported
in our system, because self-adjusting computations can respond to any combi-
nation of changes to their data. We perform the following experiment to study
the effectiveness of our approach at supporting these integrated changes. During
the motion simulation, at every event, the motion function of an input point is
updated from r(t) to 3

4r(t). We update these points in the order they appear in
the input, ensuring that every point is updated at least once. From this exper-
iment, we report the average time per integrated event, calculated by dividing
the total time to the number of events. Figure 7 shows the average time per
integrated event for different input sizes. The time per integrated event appears
asymptotically bounded by the logarithm of the input size and are similar to
those for kinetic events only. A kinetic structure is said to have good locality
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if the number of certificates a point is involved in is small. We note that the
time for a dynamic change is directly affected by the number of certificates it
is involved in. Again, although our experiments do not indicate good locality in
the worst case, they do indicate good locality averaged across points.

In a kinetic simulation, we say that an event is internal if it does not cause
the output to change. Similarly, we say that an event is external if it causes
the output to change. A kinetic algorithm is said to be efficient if the ratio of
interval events to external events is small. Figure 8 shows this ratio in complete
simulations with out algorithm. The ratio can be reasonably large but appears
to grow sublinearly.
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Another measure of the effectiveness
of a kinetic motion simulation is com-
pactness, which is a measure of the to-
tal number of certificates that are live at
any time. Since our implementation uses
change-propagation to update the com-
putation when a certificate fails, it guar-
antees that the total number of certifi-
cates is equal to the number of certifi-
cates created by a from-scratch execution at the current position of the points.
Figure 9 shows the total number of certificates created by a from-scratch run of
the algorithm with the initial positions. The number of certificates appears to
be bounded by O(n log n).

6 Conclusion

We present a technique for robust motion simulation based on a hybrid of kinetic
event scheduling and fixed-time sampling. The idea behind the approach is to
partition the time line into a lattice of intervals and perform motion simulation
at the resolution of an interval by processing the events in the same interval
altogether, regardless of their relative order. To separate roots to the resolution
of intervals, we use Sturm sequences in a similar way as used for exact separation
of roots in previous work, but the fixed resolution allows us to stop the process
early. The approach critically relies on self-adjusting computation, which enables
processing multiple events simultaneously. Although the hybrid technique using
kinetic-event-scheduling and fixed-time sampling was primarily motivated by



robustness issues, it may also be helpful in situations where explicit motion
prediction is difficult [AGE+02].

We apply the approach to the problem of kinetic convex hulls in 3D by kine-
tizing a version of the incremental convex-hull algorithm via self-adjusting com-
putation. We implement the motion simulator and the algorithm and perform an
experimental evaluation. Our experiments show that our algorithm is effective
in practice: we are able to run efficient robust simulations involving thousands
of points. Our experiments also indicate that the data structure can respond to
a kinetic event, as well as an integrated dynamic change (an insertion/deletion
during motion simulation) in logarithmic time in the size of the input. To the
best of our knowledge, this is the first implementation of kinetic 3D convex hulls
that can guarantee robustness and efficiency for reasonably large input sizes.
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